A singular value analysis of boundary layer control
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Several approaches for boundary-layer control are analyzed from a linear system point of view. The singular value decomposition (SVD) is applied to the linearized Navier–Stokes system in the presence of control. The performance of control is examined in terms of the largest singular values, which represent the maximum disturbance energy growth ratio attainable in the linear system under control. It is shown that the maximum growth ratio is less in controlled systems than in the uncontrolled system only when control parameters are within a certain range of values. With opposition control, for example, when the detection plane is located too far away from the wall, the maximum energy growth ratio is larger, consistent with the results observed in direct numerical simulations. The SVD analysis of other controls also shows a similarity between the trend observed in the SVD analysis (linear) and that observed in direct numerical simulations (nonlinear), thus reaffirming the importance of linear mechanisms in the near-wall dynamics of turbulent boundary layers. The present study illustrates that the SVD analysis can be used as a guideline for designing controllers for drag reduction in turbulent boundary layers. © 2004 American Institute of Physics.
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I. INTRODUCTION

There has been increased activity recently in developing efficient and robust controllers for viscous drag reduction in turbulent boundary layers. Many of these new approaches are quite different from the existing ones in that either they are directly utilizing modern control theory or they are derived from purely mathematical properties of the equations that govern the flow under investigation. Although turbulent flows are generally governed by nonlinear dynamics, some of these new approaches specifically target a linear mechanism that has been identified to be responsible for high-skin friction drag in turbulent boundary layers.1–3

Lately, the importance of linear mechanisms in wall-bounded turbulent flows has been well recognized. Butler and Farrell4,5 investigated linearized Navier–Stokes equations in order to describe the formation mechanism of near-wall turbulence structures. They observed the so-called “optimal” disturbances,6 which can grow significantly below the critical Reynolds number predicted by classical stability theory, before they eventually decay as predicted by the linear theory. This so-called transient growth can lead to subcritical transition to turbulence. They further showed that the shapes of optimal disturbances from the linearized flow model were similar to near-wall streamwise vortices in turbulent boundary layers, when a proper time scale was imposed in their linear analysis. It is worth mentioning that the transient growth of these optimal disturbances is due to the non-normality of the linearized Navier–Stokes equations, and hence it is a linear process.7–9 Successful control aiming to alter this linear mechanism can be constructed to yield significant changes in turbulent boundary layers.10

The fact that a linear mechanism plays an important role in turbulent—and hence nonlinear—flows allows us to investigate the flow from a linear system theory point of view. In this study we apply the singular value decomposition (SVD) analysis to a few existing boundary-layer controllers in order to gain new insights into the mechanism by which these controllers are able to accomplish the viscous drag reduction in turbulent boundary layers. We will examine linear-quadratic-regulator (LQR) controllers that we have developed,2,11 as well as the opposition control used by Choi et al.12 Note that all of these methods have been designed to achieve a similar goal, i.e., suppressing the interactions between the near-wall streamwise vortices and the wall, in order to reduce skin-friction drag in turbulent boundary layers. Opposition control, which has been used as a reference against which many controllers have been compared,13–15 is also used as a reference case in the present study. Although there have been some explanations as to how opposition control works, it is not yet completely understood, including how to determine the optimal location of the detection plane and why certain locations lead to an increase of turbulence and the skin-friction drag.

Most previous explanations for successful control schemes have been aimed at providing phenomenological interpretations, and have been induced from observations of controlled flow fields.12,16–18 In this study, we investigate mathematical properties of the governing equations with control, in order to explain the observed behaviors of controlled flows. In particular, we shall investigate the linearized Navier–Stokes equations from the point of a linear system theory. The present approach allows us to examine the opti-
nal choice of control parameters and their performance at higher Reynolds numbers, which are normally too large to perform numerical simulations.

II. MATHEMATICAL FORMULATIONS

A. Linearized Navier–Stokes equations

In this study, we investigate turbulent channel flows, where the flow is statistically homogeneous in the streamwise \((x)\) and the spanwise \((z)\) directions. We first decompose the Navier–Stokes equations into linear and nonlinear parts. By representing the wall-normal velocity \(v\) and the wall-normal vorticity \(\omega\) in terms of Fourier modes in the streamwise and the spanwise directions, the incompressible Navier–Stokes equations can be written in the following operator form:

\[
\frac{\partial}{\partial t} \begin{bmatrix} v \\ \omega \end{bmatrix} = \begin{bmatrix} A & N_v \\ \hat{N}_v & N_w \end{bmatrix},
\]

where all nonlinear parts are lumped into \(N_v\) and \(N_w\). The operator \(A\) represents the linearized Navier–Stokes system operator defined as

\[
[A] = \begin{bmatrix} L_{os} & 0 \\ L_c & L_{sq} \end{bmatrix},
\]

and the hat denotes a Fourier-transformed quantity. Here \(L_{os}\), \(L_{sq}\), and \(L_c\) represent the Orr–Sommerfeld, Squire, and linear coupling operators, respectively, and are defined as

\[
L_{os} = \Delta^{-1} \left(-ik_x U \Delta + ik_z \frac{d^2 U}{dy^2} + \frac{1}{Re} \Delta^2 \right),
\]

\[
L_{sq} = -ik_x U + \frac{1}{Re} \Delta,
\]

\[
L_c = -ik_z \frac{dU}{dy}.
\]

Here, \(k_x\) and \(k_z\) are the streamwise and spanwise wave numbers, respectively, \(\Delta = \partial^2/\partial y^2 - k_x^2 - k_z^2\), and \(U\) is the time-averaged mean velocity on which the linearized system is based. The Reynolds number \(Re\) is based on the wall-shear velocity, \(u_* = \sqrt{\tau_w/\rho}\), and the channel half width \(h\) where \(\tau_w = -\partial U/\partial y\) is the mean shear stress at the wall, and \(\nu\) and \(\rho\) denote the kinematic viscosity and the density, respectively. The superscript “+” denotes quantities nondimensionalized by \(\nu\) and \(u_*\).

Investigating the role of linear mechanisms in the full Navier–Stokes equations can provide useful insights into the dynamics of the whole nonlinear system. For example, Kim and Lim\(^5\) showed that when the linear coupling operator \(L_c\) was artificially removed from the nonlinear Navier–Stokes equations (referred to as a virtual flow), the channel flow became laminar at a Reynolds number that was normally large enough to maintain the flow turbulent. They postulated that opposition control could be viewed as a control strategy to reduce the effect of the linear coupling, since opposition control reduces spanwise variations of the wall-normal velocity in the near-wall region. This example illustrates that some control mechanisms can be analyzed from a linear system perspective.

It has been reported that the linear operator \(A\) is non-normal (i.e., not self-adjoint), and hence its eigenmodes are nonorthogonal to each other, thus allowing transient growth of disturbance energy even if all individual modes are stable and decay asymptotically.\(^4,7\) More specifically, it has been shown that, due to this non-normality of the linearized Navier–Stokes system, an “optimal” disturbance (or perturbation) can grow up to \(O(Re^2)\) in the transient time period, which is proportional to \(O(Re)\), possibly triggering nonlinear transition even below the critical Reynolds number predicted by classical linear stability theory.\(^4,7,8,19,20\) Butler and Farrell\(^4\) further illustrated that the shape of this optimal disturbance resembles near-wall streamwise vortices in wall-bounded turbulent flows. They also reported that when a proper turbulence length scale is imposed in their analysis, the spacing between high- and low-speed streaks induced by this optimal disturbance was close to that commonly observed in turbulent boundary layers. They postulated that those commonly observed organized turbulence structures in turbulent boundary layers are closely related to the same linear mechanisms.\(^5\)

The optimal disturbance mentioned above is based on the linearized system, and the growth mechanism of such an optimal disturbance can be analyzed through a singular value decomposition of the system operator.\(^7\) Furthermore, we have observed that the mean drag reduction in controlled boundary layers is a consequence of attenuated flow activities in the near-wall region, which is strongly influenced by the same linear mechanism. Therefore, we postulate that the SVD analysis of the linearized Navier–Stokes system with control input can lead to new insights into various control schemes that have been used for drag reduction in turbulent boundary layers. With this postulation, we shall investigate the following form of the linearized Navier–Stokes equations for each wave-number pair:

\[
\frac{\partial}{\partial t} \begin{bmatrix} v \\ \omega \end{bmatrix} = [A] \begin{bmatrix} v \\ \omega \end{bmatrix}.
\]

It should be emphasized, however, that the linearized Navier–Stokes equations are not sufficient in general to describe many features of turbulent boundary layers, including the self-sustaining mechanism of near-wall turbulence for which a nonlinear mechanism plays an essential role.\(^21\)

B. State-space representation

The first step to apply the SVD analysis to a linear system is to formulate the governing equations in terms of the state-space representation as is done in the linear optimal controller design. The linearized Navier–Stokes equations with control input can be written in the following state-space representation:

\[
\frac{dx}{dt} = Ax + Bu,
\]

\[
u = -Kx,
\]

\[
\frac{dx}{dt} = Ax + Bu,
\]

\[
u = -Kx,
\]
where x and u are defined as
\[
\begin{align*}
\mathbf{x} & = \begin{bmatrix} v_1 & \cdots & v_{N-1} & \omega_1 & \cdots & \omega_{N-1} \end{bmatrix}^T, \\
\mathbf{u} & = \begin{bmatrix} u_0 & v_N \end{bmatrix}^T.
\end{align*}
\]

Here, we use the collocation matrix approach used by Bewley and Liu.22 Detailed derivations and explanations for the matrices A and B can be found in Bewley and Liu22 and Lim.11 The vector x represents a “state” of the system, and it consists of the wall-normal velocity and wall-normal vorticity at each collocation point. The subscripts denote collocation points in the wall-normal direction (0 and N correspond to the upper and lower wall, respectively). The other vector u represents “control,” which is blowing and suction at the wall in the present study. Equation (4) represents a state equation inside the flow domain, which is being forced by the control input at the boundary of the domain.

In standard optimal control theory, the control gain matrix K is usually constructed such that the controlled system is linearly stable and a certain cost function is minimized. Linear-quadratic-regulator (LQR) minimizes a quadratic form of a cost function such as
\[
J = \int_0^\infty (\gamma \mathbf{x}^* \mathbf{Q} \mathbf{x} + \mathbf{u}^* \mathbf{R} \mathbf{u}) dt,
\]
where the superscript * denotes conjugate transpose and \( \gamma \) is a control parameter. The matrices Q and R, respectively, represent a particular form of the control objective and how the cost of control should be accounted for. A large weighting on the cost of control (small \( \gamma \)) signifies a high cost of control, and vice versa. The optimal control input minimizing the cost function is found in the following form:
\[
\mathbf{u}(t) = - \mathbf{K} \mathbf{x}(t) = - \mathbf{R}^{-1} \mathbf{B}^* \mathbf{P} \mathbf{x}(t), \quad t \geq 0,
\]
where \( \mathbf{P} \) is a unique self-adjoint matrix that satisfies the algebraic Riccati equation:
\[
\mathbf{A}^* \mathbf{P} + \mathbf{P} \mathbf{A} - \mathbf{P} \mathbf{B} \mathbf{R}^{-1} \mathbf{B}^* \mathbf{P} + \gamma \mathbf{Q} = 0.
\]

Although solving the above equations is numerically challenging, many algorithms23,24 and numerical packages such as SLICOT25 and MATLAB’s Control System Toolbox26 are available.

The control gain matrix K for opposition control can be easily constructed once the detection-plane location is chosen. Note that K can be expressed in terms of two submatrices:
\[
\mathbf{K} = [\mathbf{K}_v \quad \mathbf{K}_w].
\]

Each submatrix of the control-gain matrix K represents a portion of a feedback law using the wall-normal velocity and wall-normal vorticity, respectively. Then, \( \mathbf{K}_w \) is a \( 2 \times (N-1) \) zero matrix, whereas \( \mathbf{K}_v \) is a \( 2 \times (N-1) \) matrix, defined as
\[
\mathbf{K}_v =
\begin{bmatrix}
0 & \cdots & 0 & 1 & 0 & \cdots & \cdots & \cdots & 0 \\
0 & \cdots & \cdots & 0 & 1 & 0 & \cdots & \cdots & 0
\end{bmatrix},
\]
when control is applied on both walls. Recall that \( v_{wall} = -v(y_d) \) for opposition control (see Fig. 1), and therefore, except for the two elements that correspond to the detection planes, all elements in the gain matrix are zero. Unlike the optimal control, opposition control never guarantees that the controlled system will be linearly stable, nor minimizes any cost function. Also note that opposition control modifies the \( L_{cost} \) portion of A only.

By combining Eqs. (4) and (5), the system equation for controlled cases is given as \( \dot{x} = (A - B'K)x \). For uncontrolled cases, K is zero and the system equation simply becomes \( \dot{x} = Ax \).

C. Singular value decomposition

The traditional eigenvalue analysis, which predicts whether a linear system is stable or unstable based on the eigenvalues of the system, is inadequate in explaining the transient growth of the kinetic energy of certain disturbances in an otherwise stable system. Instead, the transient growth can be analyzed by applying the SVD analysis to the system operator,7 by which the amplification factor of the optimal disturbance can be determined. We hypothesize that the SVD analysis is also applicable for examining the performance of controllers for turbulent boundary layers. Effective controllers must reduce the non-normality of the flow system, since it is also believed to be responsible for sustaining near-wall turbulence structures (which in turn are responsible for high skin-friction drag in turbulent boundary layers), and therefore the SVD analysis should reveal reduction of singular values representing the transient energy growth in the controlled system.

To analyze the transient energy growth, we consider the ratio of the kinetic energy of a disturbance at a given time (\( t \)) to the disturbance energy at \( t = 0 \). In this study, we use a procedure similar to that used by Reddy and Henningson,7 but different approaches (e.g., Butler and Farrell,4 Bewley and Liu22) should lead to the same results. We consider the growth ratio function defined as
\[
G(\tau) = \sup_{x(\cdot,0)=0} \frac{\|x(\tau)\|^2}{\|x(0)\|^2},
\]
where
\[
\|x\|^2 = \int_1^{-1} \left( v^* v + \frac{1}{k_v^2 + k_u^2} \left( \frac{\partial v^*}{\partial y} \frac{\partial v}{\partial y} + \omega^* \omega \right) \right) dy,
\]
and $\tau$ is the given time mentioned above. The quantity $\|x\|^2$ represents the kinetic energy of $x$ and can be expressed as $\|x(t)\|^2 = x^*(t)Qx(t)$, where the Hermitian matrix $Q$ is defined in terms of an inner product in discrete space with sufficient grid points. The matrix $Q$ can be further decomposed in the form $Q = F^*F$, where $F^*$ is the Hermitian conjugate of $F$. The solution of the system equation is simply given by $x(t) = \exp[(A - BK)t]x(0)$. It follows that $\|x(t)\|^2 = x^*(t)F^*Fx(t)$

$$= \|Fx(t)\|^2 = \|F \exp((A - BK)t)x(0)\|^2, \quad (9)$$

where $\|\cdot\|_2$ represents the 2-norm (Euclidian norm). Combining Eqs. (8) and (9), we obtain the growth ratio at $\tau$ as

$$G(\tau) = \sup_{x(0) \neq 0} \frac{\|F \exp((A - BK)\tau)x(0)\|^2}{\|Fx(0)\|^2} = \sup_{x(0) \neq 0} \|F \exp((A - BK)\tau)F^{-1}\|^2. \quad (10)$$

The 2-norm of a matrix can be easily computed from the SVD of the matrix. Typical SVD subroutines provide a diagonal matrix $\Sigma$ and two orthogonal matrices $U$ and $V$, with which the original matrix can be expressed in the following form:

$$U^HAV = \Sigma,$$  \hspace{1cm} (11)

where the superscript $H$ denotes a Hermitian matrix, and the column vectors of $V$ and $U$ are referred to as right and left singular vectors, respectively. The diagonal elements of $\Sigma$ are the singular values ($\sigma$'s), which represents the two-norm ratio of corresponding column vectors of $V$ and $U$. In wall-bounded shear flows, only a few singular values are larger than one, as indicated in Fig. 2, implying that only a few particular disturbances can have the transient growth. The largest $\sigma$ value represents the maximum energy growth ratio at $\tau$, and the corresponding column vectors of $U$ and $V$ are the flow field at $\tau$ and the initial flow field, respectively. In other words, the initial flow field $V_1$ evolves in time $\tau$ to become $U_1$ with the growth ratio $G(\tau) = \sigma_1$, where $\sigma_1$ is the largest singular value. Note that the singular vectors are orthogonal to each other (both $U$ and $V$ are orthogonal matrices), and each singular vector can be expressed in terms of a combination of all eigenvectors.

The singular vector $V_1$ corresponding to the largest $G(\tau)$ for all wave-number pairs is the “optimal” disturbance. The term “optimal” was originally chosen in the sense that this disturbance would have the largest (optimal) transient growth. In a turbulent (hence nonlinear) flow environment, the evolution of this disturbance represents the most probable—at least linearly—scenario to grow and survive in the disruptive environment. In a turbulent flow environment, the given time scale $\tau$ plays an important role in determining the “optimal” disturbance. The time scale that was “globally” optimal for the maximum energy growth was found to be relatively large $[\sim O(Re)]$ and it was argued that such an “optimal” disturbance could not attain its potentially maximum state as nonlinear activities constantly disrupt the linear process. Butler and Farrell used the eddy turnover time in

[FIG. 2. The first 50 singular values of (Re=180, $\tau^*=80$) case ($k_x=0, k_z=10.5$).]

[FIG. 3. The first 10 singular values with and without opposition control: (a) ($k_x=0, k_z=10.5$); (b) ($k_x=3, k_z=0$). For all cases, Re=180 and $\tau^*=80$. $\times$, No control; $\circ$, $y_d=10$; $\diamond$, $y_d=20$.]
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the near-wall region, approximately \( t^+ = 80 \), for their \( \tau \), which resulted in the optimal disturbance similar to those observed in turbulent boundary layers.

In the following sections, we will apply the SVD analysis to the channel flow system with various controls. By comparing the largest singular values for the energy growth ratio for different control parameters, we will investigate the performance of each control. We mention here in passing that sufficiently fine resolution in the wall-normal direction must be used in order to obtain accurate values of \( G(\tau) \) in controlled flows. This is because, unlike uncontrolled flows where contributions to \( G(\tau) \) from higher eigenmodes are negligibly small,\(^7\) it was found that \( G(\tau) \) in controlled flows is sensitive to the wall-normal resolution, indicating that contributions from the higher eigenmodes are not negligible and hence must be resolved properly.

### III. RESULTS

#### A. Energy growth ratio \( G(\tau) \)

The singular values representing the disturbance energy growth ratio with and without opposition control for a couple of wave-number pairs are shown in Fig. 3 as an example. Note that the largest singular value \([ = G(\tau) \)] is reduced for one wave-number pair (a), while the same opposition control increases the energy growth ratio for the other wave-number pair (b).

Contours of \( G(\tau) \) for all wave-number pairs are plotted in Figs. 4–6. The contour plots on top for each figure correspond to the uncontrolled case, where the maximum \( G(\tau) \) occurs on the \( k_x = 0 \) axis. Note that the length scale in the spanwise direction for the maximum \( G(\tau) \) in the uncontrolled case is approximately equal to that of the wall-layer streaks.\(^5\) With opposition control, the maximum \( G(\tau) \) occurs at different wave-number pairs, depending on the choice of \( y_d^+ \). The maximum value of \( G(\tau) \) decreases when \( y_d^+ \) is within a certain range, whereas it increases drastically when \( y_d^+ \) becomes too large. It is interesting to note that the maximum \( G(\tau) \) occurs on the \( k_z = 0 \) axis when \( y_d^+ \) is too large.

The maximum value of \( G(\tau) \) as a function of \( y_d^+ \) for three different Re’s are shown in Fig. 7. As Re increases, the optimal range moves closer to the wall. Although the shift amount seems insignificant (from \( y_d^+ = 15 \) to \( y_d^+ = 10 \) as Re =100 increases to Re=395), the \( y_d^+ \) that causes significant increase in \( G \) also moves closer to the wall as Re increases, thus narrowing the optimal range of \( y_d^+ \) at high Re. Also the reduction amount of \( G(\tau) \) slightly decreases as Re increases. Chang et al.\(^18\) performed large-eddy simulations (LES) for

---

FIG. 4. Contours of \( G(\tau) \) with various detection-plane locations. Darker area indicates the larger \( G(\tau) \). Re=100 and \( \tau^+ = 80 \). From top to bottom, no control, \( y_d^+ = 5.8, 9.6, 14.2, 16.8, 19.6, \) and 25.9, respectively.

FIG. 5. See the caption of Fig. 4. Re=180 and \( \tau^+ = 80 \). From the top frame, no control, \( y_d^+ = 5.3, 10.4, 15.3, 17.1, 19.0, \) and 21.0, respectively.
several Reynolds numbers to show that both the drag reduction amount and the optimal $y_d^*$ for the maximum drag reduction decreased as Re was increased (from 48% drag reduction with $y_d^* \approx 16$ to 18% with $y_d^* \approx 13$, as Re=80 was increased to Re=720). It is important to recognize that the SVD analysis of opposition control led to the same trend as the LES of opposition control, reaffirming the notion that much can be learned from a linear analysis of the nonlinear flow.

The length scales associated with optimal disturbances with opposition control appear to remain unchanged over Re, as is the case without the control, although they are quite different. Table I lists the length scales corresponding to optimal disturbance for uncontrolled and for the case of $G(\tau)$ reduced maximally with $y_d^* = y_{opt}^*$, where $y_{opt}^*$ indicates the detection location for the smallest $G(\tau)$. For Re =100–590, the optimal disturbance occurs near $l_x^* = 600–650$ and $l_z^* \approx 120$. When $y_d^* \approx y_{opt}^*$, $G(\tau)$ increases significantly, the maximum of which always occurs on the $k_z = 0$ axis.

The SVD analysis can be also applied to other control design methods. Figure 8 shows the maximum $G(\tau)$ with different $\gamma$ in an LQR design (minimizing $x^*x$). It is seen that a proper range of $\gamma$ exists ($\gamma = 0$ corresponds to no control) for this particular design: $10^{-5} \leq \gamma \leq 10^{-4}$ will produce the most effective control. Note that the range of effective $\gamma$ depends on the specific choice of LQR design parameters such as the cost function. Also, there are many other factors that can influence the performance of an LQR control. Nonetheless, the SVD analysis provides a good initial guess for the trial-and-error procedure of the LQR design.

The maximum singular values for well-controlled cases are smaller than that of the uncontrolled case. In Fig. 9, a few singular values with the above LQR design are compared to those with opposition control (with the optimal detection plane). Also shown are the results obtained by applying the

---

**Table I. Largest $G(\tau)$ and corresponding length scales in wall units.**

<table>
<thead>
<tr>
<th>Re</th>
<th>$G(\tau)$</th>
<th>No control</th>
<th>$y_d^* = y_{opt}^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>38.1</td>
<td>21.0</td>
<td>(l_x^<em>, l_z^</em>)_opt</td>
</tr>
<tr>
<td>180</td>
<td>30.7</td>
<td>19.2</td>
<td>(l_x^<em>, l_z^</em>)_opt</td>
</tr>
<tr>
<td>395</td>
<td>27.5</td>
<td>17.7</td>
<td>(l_x^<em>, l_z^</em>)_opt</td>
</tr>
<tr>
<td>590</td>
<td>27.7</td>
<td>17.5</td>
<td>(l_x^<em>, l_z^</em>)_opt</td>
</tr>
</tbody>
</table>

---

**FIG. 6.** See the caption of Fig. 4. Re=395 and $\tau^* = 80$. From the top frame, no control, $y_d^* = 5.8, 10.6, 13.0, 14.2, 15.5, \text{ and } 18.3$, respectively.

**FIG. 7.** The largest $G(\tau)$ under various conditions. $\bigcirc$, Re=100; $\triangledown$, Re=180; $\triangle$, Re=395.

**FIG. 8.** The largest $G(\tau)$ with different $\gamma$ (Re=100, minimizing $x^*x$).

**FIG. 9.** The largest $G(\tau)$ with different $\gamma$ (Re=100, minimizing $x^*x$).
SVD analysis to the virtual flow investigated by Kim and Lim, in which the linear coupling term between the Orr–Sommerfeld and the Squire equations was artificially removed. Note in particular that all singular values for the virtual flow are less than one, implying that no transient growth is possible in the virtual flow. Singular values for other wave-number pairs show a similar trend. From the distribution of these singular values, one would expect that the virtual flow would be most effective in reducing the skin-friction drag in turbulent boundary layers.

B. Turbulent flow control

In order to examine the applicability of the SVD analysis, which is based on the linearized Navier–Stokes equations, to fully nonlinear turbulent flows, we applied these controllers to direct numerical simulations of a turbulent channel flow at the same Re. All calculations were performed in the same manner described in Kim et al., except for the required modification due to imposed control.

Figure 10 shows the time evolution of mean skin-friction drag in the channel with the LQR control with various γ shown in Fig. 8. These results (nonlinear) are consistent with the SVD analysis (linear). For different initial conditions (not shown here), γ = 5 × 10⁻³ sometimes produced no more drag reduction than other choices, but it was observed that the optimal γ was always between 10⁻³ and 10⁻⁴.

In Fig. 11, various controllers are compared in turbulent simulations. Note that the case without the linear coupling term (virtual flow) results in complete laminarization, consistent with the SVD analysis. Other cases are also consistent with the SVD analysis, demonstrating that the SVD analysis is a viable tool in predicting the performance of a controller in the nonlinear turbulent channel flow. It should be pointed out that these simulations were performed at an extremely low Reynolds number, and extending these results to much high Reynolds number flows must be done with some care. In this regard, it is worth mentioning the LES results by Chang et al. The performance of opposition control at higher Reynolds numbers observed in their LES is consistent with the present SVD analysis, thus indirectly validating the application of the present SVD analysis, at least for opposition control, to higher Reynolds numbers.

IV. DISCUSSION

The application of the SVD analysis to the linearized flow system with control input provides useful information on the performance of the control, without carrying out actual nonlinear simulations. Although a straightforward application of the SVD to various controllers has proven to be useful, there are many issues to be addressed in order to apply the SVD analysis to more general control situations. Some of these issues are discussed below.

The mean velocity profile, upon which the nonlinear Navier–Stokes equations are linearized, changes due to control, and may affect the performance of the control. In fact, the difference between mean profiles in uncontrolled and controlled flows becomes larger when the control is more effective. Therefore, at some point during control, it is useful to re-examine the optimal choice of control parameters for the modified mean profile. Such “gain scheduling” is a common practice in control design. In some sense, this is an
attempt to indirectly account for the nonlinearity (by which the mean velocity is modified) that is ignored in the linearized Navier–Stokes system. To apply the SVD analysis to control with gain-scheduling, however, a variable $\tau$ has to be introduced as control is applied. It is unclear at this point whether the same $\tau$ in wall units is still valid as the drag is reduced significantly, since the turbulence activity is also significantly reduced and the resulting wall-shear velocity may not be the proper velocity scale. As Butler and Farrell\textsuperscript{5} pointed out, the selection of proper $\tau$, through which a nonlinear effect is accounted for, is crucial in applying the linear analysis to nonlinear flows. It was found that the dependence of $G(\tau)$ on $\tau$ was greater for high streamwise wave-numbers, while $G(\tau)$ is large for low streamwise wave-numbers, thus indicating that the maximum value of $G(\tau)$ is relatively insensitive to the choice of $\tau$. Nevertheless, it would be worth trying the same approach employed by Butler and Farrell\textsuperscript{5} to find the eddy turnover time as the mean velocity evolves with control.

We have observed that the maximum value of $G(\tau)$ decreases as Re increases, suggesting that the linear mechanism responsible for the transient growth diminishes at high Re. Thus, if this linear mechanism is primarily responsible for the drag reduction, the effectiveness of the control methods discussed in the present study may also decrease at high Re. Such a trend for opposition control has been reported by Chang et al.\textsuperscript{18} However, the drag reduction may have been affected not only by the reduction of $G(\tau)$, but also by reduction of contributions from other linear mechanisms. Moreover, the effect of linear control on nonlinear mechanisms is not yet well understood. As such it is not clear at this point how these controllers aiming to reduce linear mechanisms in turbulent boundary layers will perform in high Reynolds number flows.

V. CONCLUSION

We have shown that boundary-layer control can be analyzed from a linear system perspective. The SVD analysis provided new insights into opposition control and other linear controls regarding their capability of attenuating the transient growth of disturbances in turbulent boundary layers.

The SVD analysis of opposition control indicated existence of an optimal range of the detection plane. It also showed that opposition control using detection planes too far away from the wall could enhance the growth of certain disturbances, consistent with observations in DNS/LES. Similarly, an optimal range of the weight parameter in LQR control may exist for some designs.

The trends observed from the SVD analysis were similar to those observed in DNS or LES of drag-reduced turbulent flows, illustrating that the linear system model can describe an important part of the near-wall dynamics and that it can be used as a guideline for various control designs for drag reduction. It could be used, for example, in optimizing control parameters without actually performing expensive nonlinear computations. Other issues, such as the effects of using the evolving mean flow as control applied to a nonlinear flow system (also known as gain scheduling), and high Reynolds number limitations, will be investigated through the SVD analysis in future research.


